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The British Foreign Policy Group

The British Foreign Policy Group (BFPG) is an independent, non-partisan think tank 
dedicated to advancing the UK’s global influence, at a crucial time in the nation’s modern 
history. Our core objective is to bridge the link between the domestic and international 
spheres – recognising that Britain’s foreign policy choices are shaped by our social, 
economic and democratic landscape at home. The BFPG works as the connective tissue 
between the UK’s policy-makers, businesses, institutions, and ordinary citizens, to promote 
the connectivity and understanding needed to underpin Britain’s national resilience and 
global leadership in the 21st Century.

Our mission supports Britain as a strong, engaged and influential global actor. We promote 
democratic values, liberal societies, and the power of multilateralism – and we recognise 
Britain’s critical international responsibility to uphold and extend these throughout 
the world. The BFPG believes that a strong and united nation at home is the essential 
foundation of a confident and effective British foreign policy.
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Introduction and Overview
The UK has played a defining historical role in setting practical, ethical and liberal international 
standards and imposing robust regulatory frameworks to support global governance. We 
increasingly recognise that the liberal world order constituted in the 20th Century is facing 
profound and existential threats, and that we will need to renew cooperation with our allies 
to hold rising authoritarian states to account. While the coordinated statements, sanctions 
and other instruments being deployed among Western liberal partners towards such regimes 
are important tools of strategic influence and markers of strength, we must also consider the 
structural environment in which the future of liberalism and authoritarianism will be contested. 
Beyond holding our strategic rivals to account, we must also ensure that we are upholding and 
building the stage on which this accountability is defined and constituted. One of the most 
tangible and transformative means of embedding our fundamental values will be through our 
involvement in shaping the architecture of new frontiers of global regulation.

This introductory concept paper sets out how four areas of emerging governance – the 
‘global’ internet, ethical Artificial Intelligence, space, and the Arctic – are spheres of significant 
interest to our geo-strategic rivals, and domains in which the UK has clear areas of expertise 
and credibility through which to advance our interests, and gain a ‘first-mover’ advantage. 
These spheres are each of independent and growing value to our democratic way of life, 
our prosperity, supply chains, and our national resilience, as well as of shared importance to 
global peace and security. The vacuum that is developing in the absence of clear frameworks 
of regulation offers no strategic benefit for the West, and considerable risk to many areas 
of our collective interest. There is an urgent need for the UK to invest in understanding the 
geopolitical potential of these areas, their utility to authoritarian states, and their role in 
determining future power dynamics. Moreover, to determine clear pathways through which 
the UK can carve out a leadership role in codifying and setting common standards and values 
by which such frontiers can be collectively managed. 

This concept paper focuses on four themes:

1. The Open Internet  ..........................................................................................................................................p.4 

2. Ethical Artificial Intelligence ...........................................................................................................................p.9

3. The New 'Space Race' ..................................................................................................................................p.15

4. The Arctic .........................................................................................................................................................p.22
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The Open Internet 
The centrality of the internet to our economic, social, and political life is self-evident, and 
its increasing geopolitical role – both as a forum for the global commons and a tool of 
strategic influence and interference – requires urgent attention, up-skilling of capabilities, 
and resources. While there has been growing focus over recent years on the risks posed by 
cyber intrusions and the need for the UK to consider digital networks as part of our critical 
infrastructure, the broader picture of digital geopolitics has been reinforced by a trend 
towards increasingly balkanised, nationally led regulation. With data flows set to outpace 
growth in trade and finance over the coming years, it is unsustainable for global regulation in 
this area to continue to fall short.1 

The terminology of ‘cyber sovereignty’ reflects the degree to which internet regulation is 
increasingly seen as both an imperative of national security and as an expression of individual 
national principles and values. The transferral of aspects of the national public sphere into a 
digital domain has rendered regulatory frameworks inextricably linked to questions of social 
and political power. Thus far, the incentives have fallen towards national regulation, with the 
fundamental question often being how governments can challenge the transnational power 
and influence of the technology superpowers. These debates around the ‘re-nationalisation’ of 
taxation and content moderation and social harms in the context of increasingly international 
platforms have obscured the task – and the opportunity – of considering the internet as a 
common space. One in which we could apply the tenets of global governance that we uphold 
in geographic terms, such as through freedom of navigation principles, to the digital arena.

As it currently stands, the evidence suggests that internet regulations will be framed in 
the short term as a tool of national governance and contested advantage.2  There are 
implications of this trend for global peace and security, but also for digital commerce 
and international trade. Undoubtedly, imposing common frameworks at this point in the 
evolution of the internet and with global power dynamics leaning towards multipolarity will be 
immensely challenging, but it is also the case that the longer that normative practices remain 
undetermined, the more difficult the task will become for the liberal world to act as guardians 
and first-movers of this process.3  

The UK’s Strategic Rivals

As a starting point, it will be wise to consider the efforts and intentions of our strategic rivals 
in determining how best to structure liberal-led initiatives that will best uphold our interests 
and values. For example, the West has recently been focused on software and hardware 
intrusions, while China and Russia have tended to concern themselves with information 
security.4  Our own strategic interests may well necessitate that we approach this process 
from a fundamentally distinct angle than those nations we have designated to be existential 
threats, but it is essential that we take the time to understand their instincts to ensure that the 
architecture we seek to construct is resilient and adaptive. 

China’s domestic regulation interests are primarily focused on the twin prongs of censorship 
and surveillance, while the rising commercial success of technology companies is also a 
concern on a structural economic level. In 2000, the Chinese Communist Party’s (CCP) Ministry 
of Public Security launched the ‘Golden Shield Project’, which has facilitated state-led initiatives 
to define harmful content, enabled the identification of individuals in the online environment, 
and provided access to users’ personal records.5  Over more recent years, China’s internet 
service has come to been known as the ‘Great Firewall’, with many of the largest Western-
owned websites and platforms – including Google, Facebook and Yahoo – either banned 
or subject to significant content restrictions. Technology giant Amazon, for example, has 
only managed to capture 1.3% of China’s e-commerce as a result.6  The nation’s internet 
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infrastructure is regarded as not only a tool of domestic stability but a core tenet of China’s 
digital foreign policy, in line with its broader ‘dual circulation’ strategy, which in part prioritises 
the sovereignty and supremacy of China’s internal markets.7   

Censorship has escalated under China’s current President Xi Jinping, with the Chinese state 
harnessing AI-powered censors to scan images for specific pictures and words or phrases to 
remove.8  This model has proven attractive to other regimes, including Iran and Saudi Arabia, 
which have in some ways looked to China as a blueprint of national governance.9  The decision 
to tighten the scope of China’s information environment has come up against the broader 
recognition within the CCP that digital innovation is an essential foundation of economic 
prosperity and the understanding that China will need to remain internationally competitive in 
these spheres.10  As the compact between the Chinese Government and its citizens emphasises 
economic growth and security, the trajectory of this dynamic sector is a matter of political 
importance. 

Digital regulation in authoritarian states, including China, generally extends beyond content 
moderation into the governance of network access. In late-2019, Russia implemented a new 
‘sovereign internet’ law that allows the Russian Government to both monitor and impede 
citizens’ access to the internet – capabilities that Chinese-owned technology provider Huawei 
assisted in developing.11  Although the legislation is framed as a pillar of national security, it 
is clear that it also confers domestic powers that can be deployed as tools of state coercion 
against Russian citizens. While the use of internet shutdowns in periods of unrest within 
fragile states is clearly evidenced – for example, during the Arab Spring, and more recently in 
Myanmar12  – these tactics are also being honed and perfected for more incremental incursions 
of social and political control. Most recently, Russia has been accused of launching a cyber-
attack on Ukrainian state apparatus as part of its escalating military aggressions towards 
Ukraine, with 70 Government websites shut down as a menacing foreshadowing of the cyber 
dimensions likely to be embedded within a possible broader invasion.13 

One particularly concerning aspect of China’s efforts to define its own national technology 
regulation infrastructure is its intention to export these to other developing markets through  
its Digital Silk Road (DSR) initiative – which has overseen enormous sums of investment in 
low- and middle-income nations, many of which do not currently have their own regulatory 
structures.14  China’s involvement in building digital infrastructure in the developing world often 
appoints the capacity to maintain these systems and networks, which may create ongoing 
relationships of dependence and embed China-designed architecture determining the nature 
of systems access and possibly even content interference and data capture.15  With China’s 
state media compelling domestic internet companies to promote ‘social values’, the influence  
of its capture of developing markets may extend into a form of cultural diplomacy.16  This is a 
risk worthy of particular scrutiny since the publication of the ‘China Standards 2035’ document 
in 2018, which set out plans to centralise China’s standards on cyber and technology to 
become the global norm.17 

As in other areas of global governance, the Chinese Government has been adept at securing 
positions of global influence for itself in existing regulatory and cooperation structures. For 
example, the current Secretary-General of the International Telecommunication Union (ITU) 
– a UN agency dedicated to matters relating to information and communication technologies, 
comprising 193 nations and 900 non-state sector members – is Chinese telecoms engineer 
Houlin Zhao. In 2022, the leadership of the ITU will be renewed, with the United States putting 
forward a candidate for the Secretary-General role, Doreen Bodgan-Martin, competing with a 
Russian candidate, who is also a former Huawei executive.18  

The Chinese Government has recently launched a proposal to the ITU for a new standard 
for core network technology called ‘New IP’, which builds on a Huawei-led initiative to embed 
‘intrinsic security’ into the internet, and in practice could see citizens’ privacy and open access 
fundamentally compromised.19  The recent joint statement in February 2022 by China and 

The Open Internet 
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Russia on a new era of international cooperation between the two powers highlighted the ITU 
as a means to ensure that national regulation of the internet remains viable, and described any 
attempts to limit this national authority as “unacceptable.”20 

Despite the efforts by individual nations to gain influence within regulatory structures, it is 
ultimately the global private technology companies that have consumed much of the oxygen 
of debates around internet regulation, and it is impossible to draw hard lines between these 
organisations and their geopolitical influence – notwithstanding the fact that this influence can 
be intentional or take a more indirect form. Certainly, while the West has tended to focus on 
the pertinent questions of taxation and content moderation posed by multi-national technology 
behemoths, less thought has been given to the role that these organisations play in advancing 
Western values in non-democratic environments, and the consequences of their withdrawal 
from authoritarian markets. In China, the Personal Information Protection Law, which took 
effect in November 2021, limits the information that companies are allowed to gather and sets 
standards for how it must be stored. This Law saw several major technology companies and 
platforms including Yahoo, LinkedIn, and Epic Games withdraw or scale back their offering in 
the Chinese market in the first month of its application.21 

One of the most difficult issues to reconcile is that it is hard to see the incentive for Chinese 
cooperation in a global governance framework when Chinese-owned technology companies 
are increasingly regarded – in many cases, with due reason – as a fundamental security risk. It is 
impossible to consider these companies as fully or even partially independent from the nation’s 
authoritarian government, given the realities of the hybridisation between its state and market. 
The question is then whether it is possible to design a framework of foundational standards 
that is not seen to be distinctively hostile towards the interests of either democratic or private 
sector interests in both the West and in other spheres of multipolar influence. Or, perhaps 
more credibly, to persuade a significant enough proportion of the world’s nations to adhere to 
a system that can reasonably be described as ‘global’ in reach.

Challenges to Global Consensus-Building

Progress in designing and developing global internet regulation has thus far been slow, in 
large part driven by divides between the multiple competing spheres of interest within the 
West. This is further complicated by the various differences of opinion between the United 
States Government and the Silicon Valley technology giants within its own jurisdiction. Broadly, 
however, the longer-term trend across successive administrations has been that the United 
States promotes a free market, laissez-faire approach with low barriers to entry and minimal 
regulation. On the other hand, the EU promotes a framework of consumer rights, such as data 
and copyright protection.22  This framework is grounded in values, but ultimately restricts the 
ability of many European companies to reach the scale required to become truly global players 
in the manner of the American technology behemoths. The result is that even traditionally 
likeminded allies have struggled to find enough substantive areas of common ground to 
establish a normative regime.23 

There are obvious incentives for non-democratic regimes to uphold the increased state 
control they can insert through national internet regulation. At the same time, despite their 
commitment to other areas of international governance, many democratic governments believe 
that national frameworks are the most effective way in which they can respond directly to their 
citizens’ expectations around online safeguarding.24  On a practical level, as the interests of 
both national governments and private organisations move further down into the internet stack 
– ie. the different levels of the internet, such as the application and network levels – it becomes 
increasingly difficult to create a fully interoperable internet across many layers of nationally 
fragmented innovation. Ultimately, nationalising internet systems will not only constrain citizens’ 
freedoms, and erode common global dialogue and connectivity, but will result in the formation 
of less efficient, more costly, and delayed network systems.25  

The Open Internet 
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The Open Internet 

In recent years, nations have been inclined to focus on ensuring their “Silicon-to-service” 
supply chains are defensively robust, and that they are sufficiently upholding their national 
values.26  This has often taken place at the expense of devoting resources towards longer-term 
solutions, such as a multi-stakeholder approach to internet governance, which would ultimately 
strengthen collective resilience.27  

The Case for British Leadership

In examining its role in shaping global internet governance standards, the UK is already 
endowed with a number of key strengths that can be harnessed. There is, for example, a strong 
foundation of British non-governmental organisations working within this arena, which are 
already driving calls for an open, transparent and multi-stakeholder dialogue surrounding an 
open internet.28  The relatively constructive links between civil society and the UK Government 
not only enhances the viability of forging a rigorous and ethical domestic framework, but also 
afford greater legitimacy to our global leadership in this area. The UK also has established an 
enduring degree of international credibility around its financial and legal systems due to the 
consistency and clarity of its regulatory frameworks, which – although by no means perfect 
and with some notable weak spots – provide certainty and transparency to both domestic and 
international actors. These principles should also be extended to internet governance, as well 
as the establishment of robust and independent oversight bodies.

The first step will be to determine the best means of cooperation within the existing Western 
alliance. As outlined above, data regulation and digital flows are already sources of active 
competition and contestation between the European Union and the United States, as the EU 
has recognised digital rights and taxation as an area in which its common market can wield 
genuinely global influence. The United States has taken a fundamentally different approach, in 
part driven by its distinct entrepreneurial culture, and the fact that many of the world’s most 
successful technology platforms are American-owned. A debate has emerged between those 
who believe that global internet security is unachievable, and that we should rather pursue a 
more regional approach to create zones of trust, and those who argue that imposing a baseline 
of global standards will be essential to upholding the concept of universal rights and the free 
movement of information.29 

The next stage would be to consider the values and principles that need to be embedded in 
such a framework. Certainly, the trade-offs already posing significant challenges in national 
contexts will in many ways intensify and become more complex in a global process. As a 
starting point, the UK should look at the lessons learned from early efforts to experiment 
at a national level – both at home and abroad – in reconciling these. For example, when 
applied in emerging markets, some data privacy rules may tend to benefit larger multinational 
corporations over SMEs or start-ups, which can ultimately stifle innovation and competition.30  

Building on the progress made on digital technical standards under its leadership at the 2021 
G7 Summit in Cornwall, the UK should leverage its established position within multilateral 
institutions to promote global internet governance frameworks.31  These will be the essential 
accompaniment and underpinning to efforts to challenge China’s dominance in competitive 
technology tenders, which had formed at least part of the original impetus behind the concept 
of forging a ‘D10’ group of democratic nations. Profound divergences between the United 
States and the EU on digital policy have created an opening for the UK to act as a moderator 
and convenor at the head of a broader cyber alliance of burden-sharing liberal democracies, 
forging a broad consensus that is resilient enough to accommodate the outstanding 
differences of opinion between these two spheres of influence within the West.

The UK’s efforts to advance global regulation will need to be underpinned by robust domestic 
frameworks, which keep up with the pace of innovation and are future-proofed against 
technological transformation. The first draft of the UK’s Online Safety Bill was published in May 
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2021 and will be an essential component of this legitimacy, in compelling the UK Government 
to make careful judgements about the balance between openness and security. The Bill has 
the potential to challenge many of the American social media and technology giants by forcing 
them to adopt a ‘duty of care’ to remove harmful or illegal content, protect children on their 
platforms and deter malign activity.32  This piece of legislation is regarded as one of the most 
far-reaching attempts to regulate online content, imposing the risk of criminal prosecution if 
social media companies do not remove ‘harmful’ algorithms.33  Actions by some of the UK’s 
strategic partners have shown that robust regulation can indeed rein in the power of the 
Silicon Valley multinationals. Germany’s social media legislation, for instance, is some of the 
most stringent in the Western world, and has proven to be controversial and the subject of 
some ongoing debate due to its implications for freedom of speech. However, it has also 
demonstrated that social media companies are capable of adapting their practices to respond 
to regulatory instruments, to enable them to continue to access profitable markets.34  

Conclusion

Establishing workable and finely balanced principles around domestic internet governance 
will enable the UK to make the case that it is indeed possible to build a global commons 
within the digital public sphere, and that the openness, transparency and connectivity of this 
truly international platform must be maintained. Should the UK and our allies not be able to 
convincingly make this argument, we will open the stage for our strategic rivals to establish 
their own models of regulation, on principles of control and coercion, which may well prove 
attractive to other, smaller nations. By consequence, the internet will increasingly become a 
national domain, reflecting something specific about the nature of a country’s domestic political 
settlement. Such a defensive construction of the internet will fundamentally undermine the 
enormous potential of this connective tissue for the global exchange of capital and ideas, and 
the promotion of universal values and freedoms.

The Open Internet 
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The Argument for Regulatory Frameworks

The current pace of technological advancement outstrips regulatory and ethical frameworks, 
and as a ‘gatekeeper technology’, Artificial Intelligence is a particularly troublesome area to 
leave uncodified. The current landscape for AI regulation is sparse and lacking, particularly 
around advanced AI technology capable of making autonomous decisions.35  This is concerning 
as these tools are increasingly being embedded in our critical national infrastructure, for 
consumer purposes, and for our military capabilities. The question is how to ensure that a 
thriving culture of innovation can remain, while appropriate safeguards are put in place.36  

The risks posed by this new area of technological research and commercialisation are 
increasingly apparent. Some of the most common of these risks are generally considered to 
be mis-deployment, questionable technical design, and unintended negative consequences 
to social and political rights – including questions of ‘fairness’, empowerment, transparency, 
accountability and privacy.37  There are also profound foreign policy consequences of the 
integration of AI into the toolkits of both our allies and strategic rivals. In a military context, 
for example, the introduction of autonomous AI capabilities further intensifies the existing 
dangers of miscalculations and escalations that have been rising as traditional diplomatic 
channels have been eroded, through the expulsion of national diplomatic staff and 
international media.38  

In the civilian world, one area of particular concern is ‘deepfakes’, which are AI-generated 
content that specifically seeks to deceive – whether for satire or to more pernicious ends. In 
2019, for example, an AI-generated impersonation of a CEO’s voice duped an employee into 
completing a 243-million-dollar fraudulent wire transfer.39  On a democratic level, there are 
concerns about the implications of these burgeoning technologies exacerbating already fragile 
levels of institutional trust. 

There are currently 26 authoritarian nations, for example, which are deploying computational 
propaganda as a means to supress human rights, discredit political opponents, and suppress 
the voices of dissenting opinions within their nations.40  Other elements of national security 
are also potentially at stake when AI becomes embedded in critical national infrastructure 
processes, in many ways enhancing citizens’ everyday experiences while concomitantly 
amplifying the vulnerability of our supply chains. It is essential that AI regulation is established 
before trust in the capacity of governments and businesses to protect society from harm 
is fundamentally eroded, and so that the economic benefits that positive innovation can 
generate are able to be realised. 

Challenges of Implementation

New AI technology has the capacity to drive productivity and growth in established sectors and 
mature economic markets. It is estimated that robotics added 0.4% to the UK’s annual GDP 
growth and labour productivity between 1993 and 2007, a rate similar to when steam engines 
were introduced in the industrial revolution.41  The fast-paced development of AI technology 
is in many ways a good news story for global human society, with many potential benefits to 
our collective health and wellbeing. Its potential to advance health outcomes, to empower 
consumers, to transform work practices and to advance market competition has already been 
proven across a range of sectors.42

The momentous potential outcomes from AI research and development foster incentives to 
continue to scale up and expand their application, and makes the notion of slowing down or 

Ethical Artificial Intelligence
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interrupting progress to consider ethical frameworks less attractive. This area of technology is 
expected to advance so quickly that it will be essential to cast minds to the future and attempt 
to anticipate a host of potential pathways that will need to be addressed by contemporary 
legislation – some of which may not in fact come to bear. At the same time, to appreciate that 
we will be taking risks on the possibility of emergent risks that in doing so, may constrain the 
current growth of the sector.43

To minimise these disruptions, it is clear that the ethical implications of technologies must 
be considered in the earliest stages of conception rather than as an afterthought during 
the design and implementation phases, when organisations and institutions have already 
absorbed considerable commercial risk and hold a vested interest in their actualisation. 
Moreover, that the process of elevating the oversight of governments in AI development will 
require a diversification of mutual capabilities within both the technology sector and the state, 
and must also go hand-in-hand with a conversation that brings the public more centrally 
into the frame of view. Ultimately, building public trust in such technologies and enhancing 
citizens’ critical thinking abilities towards them will strengthen nations’ readiness to grasp the 
opportunities of this new frontier.44  

One challenge is that many current ethical AI frameworks set out different principles that could 
at times fall into competition with each other; for instance, autonomy and transparency, while 
ethical and justifiable goals for regulation in themselves, can sit awkwardly alongside each 
other when not properly delineated. These contradictions must be untangled, and specific 
examples and contexts for different sectors must be given for these frameworks to have a 
meaningful impact.45  New regulatory frameworks will also require the development of new 
compliance management tools, which not only governments but also individual businesses will 
also need to absorb. There are likely to be tension points embedded within this process due to 
a lack of consensus around the parameters of public and private interests.46 

Currently, for example, less than half of organisations test for bias within their AI systems 
from data sets to the human use of algorithms.47  Establishing norms will require significant 
political will to encourage the private sector to reshape its practices in a way that will embed 
an ethical framework in the long term, and ensure these instincts become second nature, 
rather than merely a box-ticking exercise. While many companies are self-regulating based 
on the demands and expectations of their shareholders or consumers, they would need to 
be persuaded of the merits of a whole-of-society benefit to legislation that would potentially 
interact, or interfere, with these.

Due to the dynamic nature of AI technology and the esoteric technical expertise required 
to balance risks and anticipate change in different areas of innovation, the development of 
sector-specific AI regulatory frameworks and regulatory bodies may prove a more resilient 
approach for global governance.48  This could permit a greater degree of both agility and 
anticipatory safeguards to be embedded in the architecture of such frameworks. It is also the 
case that instead of seeking to regulate AI technology itself, it is possible to rather focus on 
developing common and expected norms of behaviour, including requirements for the testing 
and transparency of algorithms within private and public sector settings.49 

The UK’s Strategic Rivals

Both Russia and China have been investing heavily in Artificial Intelligence to service both 
domestic and geopolitical functions. In terms of internal governance, China’s application of AI is 
especially concerning due to its coercive social applications with, for example, facial recognition 
technologies deployed in Uighur ‘re-education camps’ to not only identify individuals but 
to respond to emotions and moods.50  Geopolitically, it is important to not only consider 
both China and Russia’s integration of AI into their cyber intelligence operations and military 
hardware, but also their investment in innovation and scientific excellence pursued with a 

Ethical Artificial Intelligence
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subsidiary intention of elevating their individual claims to establish global standards and norms 
around AI research and application. 

In late 2021, MI6 Chief Richard Moore, warned that both nations are “pouring money” into 
AI, as Russia and China understand the leverage these technologies bring, and the potential 
they have to reshape the geopolitical landscape.51  The two nations also recently committed 
to strengthening dialogue and contact on AI in their recent joint statement in February 2022, 
emphasising their shared strategic interest in the global race to set the standards that will 
govern future technologies.52 

Russia, which published its National Strategy for the Development of Artificial Intelligence in 
2019, has set out an ambition for 30% of its military power to be constituted by autonomous 
and remote-controlled robotics by 2025. While it is unlikely the nation will become a leading 
force in AI innovation in general, it is feasible that it may develop specialist areas of excellence 
– supported by state plans to develop a grant system, and introduce educational programmes 
and training courses within schools.53  The Russian Government has been focusing on the 
implementation of AI within its business community and is considered a world leader in some 
areas of application, as well as investing significant resources in its research sector with a 
vision to increase its AI publications at major conferences more than ten-fold over the coming 
decade.54  Interestingly, Russia released an Artificial Intelligence Code of Ethics in October 
2021, which outlines potential directions for the ethical development of AI. However, it is a 
form of so-called ‘soft regulation’, with accession to the code being voluntary.

While many nations are primarily concerned with the commercial application of AI 
technologies, it is important to recognise the value that is being placed among our strategic 
rivals on academic research itself – which is considered a longer-term gateway to playing 
a substantive role in global governance. Like Russia, China is also rapidly expanding its 
dominance in AI research, with its share of global academic papers increasing to almost 40,000 
published in 2017 alone. Much of this research has supported the seeding of new products 
and systems, with China now filing the largest annual number of AI patents; but it also 
promotes the Chinese Government’s interests in conceiving the architecture of AI regulation. 
The publication of its Next Generation Artificial Intelligence Development Plan in 2017 was 
supported by the establishment of an ethics committee.55  Following this, China’s Ministry of 
Science and Technology released its New Generation of Artificial Intelligence Ethics Code in 
September 2021 which includes six ethical requirements for AI development.56  

In practice, the Chinese Government would objectively be regarded as violating many of 
these ethical codes in its own application of state-driven AI technologies, but it considers 
the impression of an ethical code of conduct an essential underpinning to the international 
esteem of its thriving AI sector.57  The Chinese Government’s conception of privacy and safety, 
for example, is less focused on individual or universal human rights, and more on the state’s 
relationship with commercial organisations. In August 2021, China tightened regulations 
relating to algorithmic technology that companies use to recommend content and drive 
business, and strengthened user data-related regulations.58  The Cyberspace Administration of 
China said companies should abide by business ethics and not use algorithms that promote 
spending large amounts of money or that disrupt the public order – underscoring the 
Government’s unique conception of social harm.59 

There is some discussion among technology experts around whether China will continue its 
extraordinary successes in AI development, as its hybrid state-market model may eventually 
find its own limitations against the incentives inherent in the Western capitalist system.60  In 
considering China to be a ‘systemic challenge’, there is, therefore, a question of how best to 
design Western-led and wider international frameworks of regulation and governance that 
safeguard against the vulnerabilities embedded in our societies, economies and democracies, 
while protecting individual freedoms and also allowing competition and innovation to thrive.

Ethical Artificial Intelligence
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Competition for Global Leadership

There are currently two major spheres of influence and interest in AI regulation in the West – 
with both the United States and the European Union seeking to design their own frameworks in 
line with their values, and their commercial and strategic interests. The leadership of global AI 
regulation will be an area of competition between allies as much as strategic rivals. 

The two main existing cross-national governance frameworks relating to AI ethics are 
the European Commission's Communication, released in 2018, and the OECD Principles 
on AI, which was released in 2019. Both frameworks emphasise the need for trust and 
accountability, and are an effort to mitigate the negative consequences of institutional biases 
and discrimination that can often become embedded in automated decision-making.61  The EU 
has made clear that it wishes to advance upon the advisory guidelines it has developed on AI, 
with the EU Commission setting out suggestions for legal requirements that could be applied 
to AI innovation that is deemed to be ‘high-risk’, from standards around information provision 
to robustness and accuracy.62  The EU has already demonstrated, through its work on digital 
taxation and privacy rights, that its globally competitive market share enables it to advance such 
regulatory frameworks in a manner that can – when the EU is able to move swiftly – create a 
standard that other nations and regional blocs may choose to adopt.63 

The G20 nations also published the G20 AI Principles in 2019, which takes a human-centred 
approach focused on values, fairness, transparency and sustainability, and builds on the 
OECD principles. In addition, in 2020, the Global Partnership on Artificial Intelligence (GPAI) 
was established, which comprises the European Union and 14 more nations, and is aimed at 
developing joint solutions on responsible use, development, theory and practice of artificial 
intelligence.64  Some issues remain outside the scope of these early efforts to codify behaviour, 
with democratic risks being a notable gap. The omission of climate change considerations was 
remedied by the GPAI’s 2021 paper on the potential for a constructive relationship between 
AI and climate action. Further consideration and depth could also be given to the question of 
inequalities and bias within AI, as well as the implications to human psychology of human-robot 
interactions and AI-assisted financial crime.65  

There are also other examples of mini-lateral AI regulatory and codification efforts. Canada and 
France, for example, have established the International Panel on Artificial Intelligence, which 
includes the UK and now the United States, although America’s involvement in this initiative has 
been tempered by its concerns around ‘burdensome’ approaches to regulation.66 

On a national level, approximately 60 countries have adopted their own government-led 
AI policies, including France, Denmark, Finland, Sweden, UAE, Singapore, India, Mexico and 
Canada. The thematic convergence around these frameworks is significant, with 80% of 
22 frameworks requiring principles of accountability and or privacy and fairness, and 70% 
requiring transparency, openness and safety.67  Nonetheless, many of these frameworks are 
relatively abstract in nature and are unlikely to keep pace with the momentum of technological 
progression.

The Case for British Leadership

A number of environmental factors and key strengths contribute to the UK being especially well-
placed to advocate for and promote global AI regulation. The UK Government has one of the 
most sophisticated strategic plans for harnessing the opportunities of the technology, and the 
UK possesses strong regulatory frameworks in many intersecting areas of the law.68  Moreover, 
the UK has consistently scored highly in rankings around its governance and ethics in this 
sphere, and holds productive partnerships with many other AI-forward nations, such as Sweden, 
Israel and Singapore.69  Taken together, these attributes mean the UK stands to experience not 
only commercial benefit from AI advancements but to lead the international understanding of 
how these new technologies can be applied to both social benefit and potential harm.70 

Ethical Artificial Intelligence
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The UK Government’s National AI Strategy sets out the long-term plan to work with The Alan 
Turing Institute to update guidance on AI ethics and safety within the public sector. This work 
would build on the frameworks which have been in place since 2010, when the Government 
granted open access to its public data-sets, and mandated for other public bodies to do the 
same, to support transparency and the promotion of ethical frameworks.71  In the UK’s private 
sector, awareness of the mixed consequences of AI experimental innovation are already 
leading to the establishment of new accountability frameworks within organisations, however 
there is some concern that these are failing to keep up with the strength of public expectation 
for enhanced regulatory mechanisms.72  

In considering the UK’s role in establishing global governance infrastructure and standards 
setting around AI, it is important to recognise both the UK’s strengths in technological 
innovation and the AI ‘supply chain’, but also to emphasise the UK’s international 
competitiveness and expertise in several business and policy areas in which AI is likely 
to rapidly flourish – including healthcare and financial services.73  The UK already plays a 
significant global role in many regulatory aspects of these areas in terms of research and 
development, global institutions, and international markets, and therefore is credibly able 
to attempt to understand and anticipate a wider suite of concomitant implications of AI 
innovation within these fields.

In 2020, the UK signed a bilateral cooperation agreement with the United States on AI 
research and development, which was forged with a specific consciousness towards China’s 
hasty advancement in this area.74  This agreement could be further expanded to forge a 
common basis of ethical regulations. The UK should recognise that America’s special status as 
the home of large technology companies will necessarily create areas of divergence in terms of 
collective action on ethics and other regulatory elements, and that we should not expect that 
we will always wish to go at the same pace and to the same extent in establishing frameworks.

The tensions between the EU and the United States on technological regulation remains 
a profound stumbling block to establishing a collective position on many significant areas 
of innovation, which may in the medium-term reduce the West’s competitiveness if China 
and other strategic rivals are able to establish their own frameworks that prove attractive to 
developing nations. The UK does not need to pioneer its own unique ‘fourth pillar’. It should 
rather advocate for its credibility in establishing a bridge between the United States and the 
EU’s efforts, strengthening the architecture of a Western-led model in collaboration with other 
key innovation nations, and enhancing its legitimacy with wider international partners in both 
the developed and developing world.75  

The World Economic Forum identified five key roadblocks to government adoption of AI 
around the world, including: the effective use of data (lack of understanding, infrastructure and 
processes), data and AI skills (hiring budgets affecting skills pool), the AI ecosystem (AI start-ups 
have limiting experience working with Government and scaling up), legacy culture (difficulties 
in adopting new technologies, public sector more risk-averse than private) and procurement 
mechanisms (public sector procurement mechanisms can be slow and complicated).76  These 
are all areas in which the UK could be seeking to influence and engage in supporting the 
Global South develop its own national regulatory instruments and understand how these can 
be essential underpinnings to foster cultures of dynamic innovation and economic growth.77 

Conclusion

The agile and innovative nature of AI technologies will require responsive, adaptive regulation 
to ensure that we are best able to harness their many economic and social benefits, while 
minimising their potential risks to communities and our democracy. This is the essential 
foundation on which we will also be able to consider the wider geopolitical implications of AI, 
and advance efforts to establish a baseline of global norms. Given the interest being taken in 
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both the research and commercialisation of AI technology by our strategic rivals, we should be 
especially attuned to their efforts to make the case for their centrality to any efforts to define 
international standards. 

The UK’s robust culture of intersecting legal environments, the visible connectivity of civil 
society in our state-led regulatory dialogues, and our position of balance between the United 
States and the European Union – the two leading voices in defining frameworks of Western 
technology principles – means we are uniquely placed to advocate for a liberal imprint on 
global ethical AI governance. In addition to focusing minds on the geopolitical costs of inaction 
and opportunities of cohesive leadership amongst our allies, the UK should make it a priority 
to reach out to our partners in the developing world and assist them in the development of 
competitive, innovative and open technology development cultures, and demonstrate how the 
establishment of robust regulatory frameworks will be integral to their success.
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The ‘space race’ in the 21st Century is no longer a rivalry between a handful of superpowers 
but a considerably more contested domain of geopolitical and commercial advantage. There 
are currently 13 space-faring nations with independent launch capabilities,78  and as the 
private sector becomes an increasingly prominent presence, the lack of structured regulation 
is becoming increasingly unsustainable. This is especially pressing when one considers the 
integral role that space is beginning to play in the everyday lives of citizens, our individual and 
collective economic stability, as well as more sophisticated aspects of our national resilience.79  

Britons depend on the services and functions that space infrastructure provides across myriad 
aspects of our everyday lives, from health services, to telecommunications, and banking. Even 
just a short disruption to satellite data flows could have catastrophic economic and practical 
ramifications.80  One of the primary factors underpinning our reliance on space technologies is 
the role that the Global Positioning System (GPS) plays in a wide range of industries, spanning 
transport, maritime navigation and air traffic management. Recognising this integral capability, 
the UK Government has classified space as one of the nation’s 13 critical national infrastructure 
sectors, a decision that the United States is yet to match.81  This choice needs to be supported 
by a proactive British role in global space governance, and a much broader awareness 
campaign to advance citizens’ understanding of the centrality of space to our British way of life.

A presence and influence in space is increasingly regarded as a matter of not only national 
prestige, but national security. In 2011, for example, the US Congress limited NASA’s ability  
to cooperate with China, and the United States Government also has laws in place that  
prohibit foreigners from working in private sector space-focused organisations.82  The  
UN Outer Space Treaty established in 1967, which underpins the core components of 
international regulation in space, is simply not able to accommodate the reality of the speed  
of technological advancement, nor the shifting geopolitical realities of space exploration in  
a battle for strategic advantage.

One of the most urgent security concerns is around the development of counterspace 
weapons, which can be categorised into kinetic physical, non-kinetic physical, electronic and 
cyber weapons. Kinetic physical counterspace weapons are those which cause significant 
damage or destruction to satellites and ground stations. As of yet, no nation has conducted 
a kinetic physical attack against another nation’s satellite; however, the United States, 
Russia, China, and India have all successfully tested these weapons.83  Non-kinetic physical 
counterspace weapons include lasers which could be used to blind satellites’ sensors or 
ground systems. Electric counterspace weapons target the electromagnetic spectrum through 
which space systems transmit and receive data, and false information can be injected into 
a data stream to issue false commands to a satellite to disrupt its operations. Finally, cyber 
weapons target the data itself and the systems that use, transmit, and control the flow of data. 
While these attacks require a high degree of understanding of the systems being targeted, they 
do not necessarily require significant resources to conduct such operations.

Alongside an increasing interest in space activity from the UK’s strategic rivals, a core issue 
about the safety and sustainability of space as a global commons is the growing presence of 
private sector organisations. Over the past year, SpaceX has launched over 1,000 satellites, 
and commercial actors now hold a larger presence in space than nation-states. Recent data 
suggests that SpaceX satellites could be responsible for over half of all near-collisions on 
space.84  There is currently no existing international legislation regulating orbital slots, allowing 
thousands of satellites from one or few companies to cluster and flood within low earth orbit 
space. If the trajectory of space activities from private sector firms continues at its current 
pace, there are genuine concerns that they will become the primary stakeholders in space, 
fundamentally eroding what should be a shared resource, forum of resilience, and area of 
scientific exploration.85  

The New ‘Space Race’
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Without the creation of new regulation and governance agreements, the current impasse 
between the great powers will continue, and problems related to debris, heavy orbital traffic, 
and harmful interference will intensify. This will increase the costs of space flight as well as 
the maintenance of satellite and associated infrastructure.86  For instance, French scientists 
estimate that the Russian Government’s missile test against its own satellite in November 
2021, which caused a debris field of over 1500 individual pieces, increased the risk of a Kessler 
syndrome – the effect where debris creating collisions cascade until orbits are rendered 
inaccessible – by five percent.87  If space becomes less accessible, the UK, along with all other 
space-faring nations, will be constrained in terms of the economic, scientific, and technological 
opportunities offered by our presence in space, as well the risks presented to core aspects of 
our critical national infrastructure and broader resilience.88 

Current Governance Frameworks

The United Nations Committee on the Peaceful Uses of Outer Space (COPUOS) was established 
in 1959 and five treaties were subsequently created from this in the following twenty years, 
which now underpin current international space regulation. The most prominent of these  
being the Outer Space Treaty of 1967.89  The Outer Space Treaty, which is underpinned 
by the idea of ‘common heritage’ – similar to that of the deep seabed – stipulates the non-
appropriation of resources, benefit sharing, freedom of access and environmental stewardship 
as key principles.90  

The Treaty was born out of the Cold War period, in which space activity was largely limited to 
national actors, and private actors were mostly limited to activity in the Earth's Geostationary 
Orbit (GSO), and therefore fails to capture the nature of the contemporary space landscape.91  
The GSO is located approximately 36,000km above the equator, and was historically used to 
deploy mobile-communication satellites. This became recognised as a scarce natural resource 
by the UN in 1970, and under Article 44 of the Constitution of the ITU, member states were 
told to limit activity in the GSO.92  New technology is also evolving at such a pace that the Treaty 
cannot accommodate the full scope of advancements, such as lunar and asteroid mining, nor 
to differentiate between benign and potentially pernicious applications.93  

The rising visibility of private actors has been one of the most prominent developments of the 
past two decades. Their activities in space are largely confined to the Low Earth Orbit (LEO); 
however, as Article VI of the Outer Space Treaty merely states that the responsibility of space 
activities is left to individual nations, the LEO remains lightly regulated, despite this area of 
space becoming increasingly congested with satellites over recent years. While the Outer Space 
Treaty prohibits nations from claiming sovereignty in outer space, the ITU allocates orbital slots 
to nations launching telecommunications satellites on a first-come, first-served basis, placing 
developing and other smaller space nations at a significant disadvantage relative to some of 
their larger peers.94  The ITU also coordinates, but doesn’t authorise, satellite deployments and 
operations. However, these rules are not designed to address issues of growing importance, 
such as the escalation of space debris.95  

It is noteworthy that current international guidelines and national regulations suffer from 
specific structural challenges relating to enforceability and coverage. While space operators 
like national space agencies and private companies can pledge to follow national regulations 
and international guidelines, decentralised accountability mechanisms limit the enforcement 
of regulations in practice.96  Some guidelines, in turn, fail to cover key aspects of potential 
behaviours in space, by both private and national actors. For instance, the UN’s Space Debris 
Mitigation Guidelines, which were formed in 2007 in an attempt to limit the damage caused by 
debris in space, do not cover the full suite of contemporary risks. While some space operators 
have the capability to manoeuvre satellites to avoid collisions, there are no compulsory rules 
on who has the right of way in such circumstances.97  While guidelines as such can inform 
appropriate behaviours in space, updating legal frameworks will also be required; however, 
given that all 95 member states of the Outer Space Treaty would need to build consensus to 
update the Treaty, this is likely to be a long and tedious process.

The New ‘Space Race’
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It is true that the Convention on International Liability for Damage Caused by Space Objects 
imposes a fault-based liability for debris-related collisions in space.98  Yet, it is difficult to prove 
fault within this framework, as satellite owners and operators are still to codify a standard of 
care in space, and the Convention therefore does not dis-incentivise debris creation in orbit. It 
is plain to see that these regulations need to be updated to reflect the large presence of private 
actors in space, as well as the regulation of equitable access, and space traffic management.99 

In October 2020, the United States promoted the ‘Artemis Accords’ in an effort to close some 
of the gaps in existing frameworks for space exploration, however America’s foundational role 
in the original ‘space race’ as a geopolitical instrument to some extent limited the scope of its 
legitimacy as an arbiter of contemporary space regulations.100  In this respect, the UK might find 
its own role more easily cast – building on a narrative of scientific excellence with a common 
global purpose rather than starting from a position of national strategic influence. The UK’s 
strong regulatory structures in other sectors, such as the financial and legal services industries, 
also provide an authentic basis on which to approach the question of regulation from a 
collaborative basis with the private sector. Moreover, the UK’s credibility on environmental 
leadership could also allow a wider global negotiation to take place around issues such as 
space debris and the climate applications of satellite technology.

The UK’s Strategic Rivals

Russia and China have been involved in a series of projects testing the limits of their offensive 
space operations, and have invested significant resources in upgrading their capabilities.101  
China is also increasingly concealing aspects of its testing programme, suggesting the 
parameters of common transparency are deteriorating.102  While China would typically only 
send a crew to space every two to three years, they are now doing so every few months, and 
the fanfare around these missions is beginning to match a level of national theatre akin to 
America’s space fever in the 1950s and 1960s. Perhaps most concerning for the West is China’s 
investment in space station infrastructure, which they hope will become a tool of soft power 
and strategic influence as smaller nations become dependent on its resources.103 

Russia is a considerably more established space actor and has been testing counter-space 
weapons for some time. It established the Roscomos State Corporation in 2015, which 
was intended to advance the nation’s commercial and geopolitical objectives in space.104  
Nonetheless, historically, even during times of acute geopolitical tension, Russia generally 
worked in some capacity with the United States on space exploration, such as on the Shuttle-
Mir programme in 1962. More recently, it has sought to orient its space activities towards 
independent objectives or, to some extent, collaboration with China.105  Most recently, Russia 
conducted a missile test and destroyed one of its own satellites in order to trial equipment, 
with large amounts of debris narrowly missing the International Space Station. The United 
States’ decision to scale up its own independent capabilities is in part driven by a need to 
reduce its entanglement with Russian-developed space products.106  

It is difficult to assess the likelihood of Russia and China pursuing greater substantive, long-
term cooperation in space, as both tend to practice a form of ‘techno-nationalism’ and a 
series of efforts to forge agreements codifying collaboration have not yet come to fruition.107  
Nonetheless, the actions of both nations have plainly accelerated the active militarisation 
of space. As part of the reorganisation of the People’s Liberation Army of China in 2015, a 
Strategic Support Force was established, which included a space warfare branch focusing on 
‘informationised conflicts’.108  China has been investing in the establishment of a Tiangong space 
station, which aims to advance its own direct interests, while also supporting its ambitions to 
offer an alternative of space infrastructure to smaller partners – earning the label of a ‘belt 
and rocket initiative’. A second space station crew has been launched, who will live and work 
at its space station for approximately six months – the longest space mission from China to 
date. Foreign astronauts are also being invited to take part in their missions once the Tiangong 
space station is operational, with the objective of building soft power alliances and increasing 
dependency from other nations on China’s space infrastructure.109 

The New ‘Space Race’
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There is a lack of transparency around China’s activities in space, which are being cloaked 
in secrecy as the nation’s leaders seek to advance their strategic capabilities. US space 
technology company, Maxar, revealed in October 2021 that China is testing larger unmanned 
warships for high-end combat at a secret base than the international community was aware of, 
and it was also discovered in August 2021 that China had tested a nuclear-capable hypersonic 
missile – an event that would have traditionally been proactively announced as a signal of 
national prestige.110  Such a feverish increase in space activity in recent years has led to the 
threat assessment conducted by the Office of the US Director of National Intelligence labelling 
China a “near-peer competitor” in April 2021.

Both China and Russia have also been taking an interest in the subject of space governance, 
notably through the promotion at the United Nations of a proposed treaty called the Treaty on 
the Prevention of the Placement of Weapons in Outer Space and of the Threat or Use of Force 
Against Outer Space Objects (PPWT). The Treaty seeks to create a legally binding agreement to 
prevent an arms race in space, and has been proposed by the two nations twice before – once 
in 2008 and then again in 2014, both times failing to garner adequate wider support.111  The 
Treaty would theoretically outlaw the threat or use of force against space objects, however, 
the development, testing, storage or deployment of these ground-based anti-satellite weapons 
would be permitted, activities that both nations continue to undertake.112  

The proposed Treaty also fails to address issues with non-kinetic physical counterspace 
weapons, such as lasers, which interfere with space technology systems and could have lethal 
consequences. There are therefore suspicions that the intention is to forge a framework that 
would provide the illusion of regulation, but which will ultimately be toothless in many areas 
that may infringe upon their own interests. The prevention of the weaponisation of space was 
a notable focus in the joint statement of Russian and Chinese leaders following their meeting 
in February 2022. They reiterated the aforementioned Treaty amendments and the need to 
launch negotiations for a legally binding multilateral instrument, based on the Russian-Chinese 
draft Treaty.113 

China and Russia both advocated for a ‘no first placement’ resolution amendment to 
the existing Prevention of an Arms Race in Space Treaty, which would mandate that no 
government should be the first to put lethal weapons in space. In reality, however, both 
nations already have capabilities in space that could be used in this capacity, and therefore this 
resolution would have the effect of protecting their assets while bounding emerging players to 
a new framework of international law. Their true instincts are visible in their opposition to the 
UK’s resolution to the UN on building principles of responsible behaviour in space, for which 
they aligned themselves with Iran, North Korea and Syria.114 

The Case for British Leadership

The UK’s interests in space span the need to capitalise on its commercial potential, while also 
defending our national security, and advancing liberal values and principles for common ends. 
The UK should therefore approach its involvement in this area from the three-pronged angles 
of economic opportunity, resilience, and governance. Many of these activities will be interlinked 
and mutually reinforcing, with the infrastructure created to support commercial products and 
services in space also providing both direct and indirect benefits to the UK’s wider economy 
and our security apparatus.115  

While the global superpowers of the past half-century have dominated the popular narratives 
around space, the UK does have a claim to some important historical roles in space innovation 
– even when working with smaller budgets and less advanced equipment. Many influential 
space researchers and engineers have come from the UK, including Francis Thomas Bacon, 
who developed the fuel cells used on Apollo 11 considered integral to the capacity of  
space explorers to land on the moon.116  It was also British researchers who discovered 
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the hole in the ozone layer that NASA’s considerably more sophisticated technology missed 
at the time, and the UK is home to the oldest space-advocacy group in the world, the British 
Interplanetary Society.117 

The UK’s commercial interests in space are becoming an increasingly significant aspect of 
our economic model. The UK’s space sector has been growing at an impressive rate over the 
past decade, and in 2018 employed around 40,000 workers and directly contributed almost 
£6 billion to the UK’s GDP.118  More broadly, space technologies are also currently indirectly 
contributing to over £360 billion per annum in UK economic activity, through services such 
as telecommunications and navigation. These economic benefits stem from the vast array 
of space-focused companies based in the UK. We are currently home to the second-largest 
number of space-oriented organisations in the world, behind only the United States.119  

Following the UK Government’s acquisition of OneWeb, the company plans to spend £2.2 billion 
to move manufacturing from the United States to the UK which will begin next year, before 
building satellites of its own in 2025.120  The investments that have been made in the Harwell 
space cluster campus has allowed this beacon of academic, commercial and state-sponsored 
excellence to become one of the most advanced scientific facilities in the world.121  Many of 
the UK organisations investing in space innovation are also promoting wider British values; 
Spaceport Cornwall, for example, has made it a priority to be both ‘sustainable’ and ‘responsible’ 
in space, by setting up launch regulations and challenging others globally to do the same.122  

While the UK cannot compete on all levels of investment in space exploration with many of 
our allies – including the United States, whose Space Force and Space Command have annual 
budgets of around $USD15.4 billion each – the UK Government will need to amplify its own 
financial support for the sector as an imperative of national security. Other peer nations of 
similar economic size, such as France and Italy, have been spending between 5-10 times 
more on their national space sectors than we have in the UK.123  France has been particularly 
proactive in building up its space capabilities with the French Space Command beginning 
simulating stress tests of existing systems in March 2021, with Commander Major General 
Michel Friedling, describing it as a “first for the French army, and even a first in Europe.” 124  

A key aspect that will be critical to securing the UK’s long-term interests will be investments in 
satellite communications. The UK Government has promised 600 additional satellites in 2022, 
but with an estimated 50,000 more satellites expected to become active globally in the next 
decade, the UK will need to contribute an additional 2,000 satellites to maintain our current 
stake of 4%.125  It is also estimated that the UK space sector will need to attract a workforce 
of more than 30,000 new employees, with almost 40% of all space organisations in the UK 
highlighting recruitment as a major barrier to their growth. The same number of organisations 
also believe that some training or education is not available, or in short supply, to address the 
growing skills gap.126  

To maximise long-term gains for the UK’s economic and security interests, the Government 
should support the advancement of private sector investment in projects focused on research 
and development, including those addressing potential threats to our national resilience, such 
space weather, rather than simply those emphasising commercial viability. There is ample scope 
to foster further collaborative partnerships on the model employed by a 2021 Rolls-Royce and 
UK Space Agency project, which launched a study into how nuclear power and technologies 
could be used as part of space exploration.127  

With careful geographical consideration, there may well be dividends for the UK Government’s 
‘Levelling Up’ agenda – particularly through the involvement of universities and other education 
providers – to state investments in space innovation. More than £600,000 of Government 
funds have been granted across ten emerging space clusters around the UK, including Leeds 
University and the Northern Ireland Space Office,128  and these clusters should be closely 
monitored to consider whether other Government and private sector instruments could 
support their advancement beyond these initial investments.

The New ‘Space Race’
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Space is a cross-cutting enabler of other mechanisms in defence and national security, and 
our participation in both space activities and regulation should be valued in terms of their 
integration with these connected areas of expertise and strategic advantage. Certainly, our 
capabilities in space will become an increasingly significant attribute of our leadership in our 
important alliances, such as NATO and the Five Eyes intelligence-sharing network.129  Space 
also closely intersects with the UK’s climate action and resilience ambitions, both in terms of 
the commercial and innovation advantages we seek to harness, but also the mitigations we will 
need to put in place to shield the UK from climate and space weather-related risks.130  

The UK Government has sought to match the nation’s rising commercial abilities in space 
with new machinery of government and strategic planning. Recent developments include 
the appointment of a new Director of Space role within the Ministry of Defence, launching 
a National Space Strategy, and acquiring strategic assets such as satellite communications 
company, OneWeb. The approach taken towards OneWeb reflects a new understanding of the 
security environment that commits to capabilities identified as essential to the UK’s long-term 
interests, and/or prioritises capabilities of interest to our strategic rivals – even if the companies 
themselves have not enjoyed a track record of independent commercial success.131  

While the Government had originally planned for a space defence strategy to be published at 
the same time as the National Space Strategy, the UK’s first ever Defence Space Strategy was 
released in February 2022, five months later than the other document.132  The delineation of 
commercial from defence strategy meant that the National Space Strategy focused in large 
part on the question of how to attract of further private sector funding to support the UK’s 
burgeoning space interests, complementing the Government’s own involvement. The weight 
placed on private sector investment will also be heavily funnelled into commercial spaceflight, 
which brings little technological or exploration value. Significant gaps in both our capabilities 
and resilience therefore need to be addressed as part of a holistic plan that straddles the 
full gamut of both the public and private sector aspects of the UK’s space interests – ideally, 
bringing these two Strategies together into one cohesive document.133  

The enhancement of our space capabilities will afford legitimacy to any UK effort to lead 
the global regulation of the space sector, in addition to the economic benefits that such 
investments bring. The Defence Space Strategy is significant in this light, committing £1.4 billion 
to a number of new satellite and other technological programmes, designed to enhance the 
UK’s space defence arsenal. This paper extends the strategic framework put forward in the 
National Space Strategy, by assessing how the UK Government should react to the emerging 
threats and opportunities of the space domain. The bulk of the spending outlined by the 
Strategy – £968 million out of the £1.4 billion – is to go towards the ISTARI multi-satellite 
programme, which aims to improve the UK’s global surveillance and military intelligence 
capabilities.134   

The UK Government’s Integrated Review of the UK’s Security, Defence, Development and 
Foreign Policy (IR) emphasised the role of space as a theatre of geopolitical competition. Many 
of the existing advantages the UK holds in space innovation, and which make us competitive 
in both research and commercialisation, also render us especially well-placed to stand at 
the forefront of the international regulation of space. As a medium-sized power that has so 
far shown an unwillingness to militarise space, the UK holds a unique status of geopolitical 
stature, combined with the perception of neutrality and objectivity in terms of the defensive 
applications of space.135  The UK’s growing interests in public-private coordination will need 
to continue to deepen, as bolstering hard power and capabilities in space will in turn bolster 
the UK’s soft power and ability to engage in space diplomacy. Building up our capabilities 
and commercial expertise will strengthen the legitimacy of our position in advocating for new 
frameworks of space governance. 

While both the National Security Strategy and the Defence Space Strategy ratchet up the UK’s 
seriousness as an international space actor, the UK needs to further turbo-charge its sovereign 
space infrastructure and advocate for its interests through a more visible and consistent 
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leadership role in space regulation.136  In December 2020, the UK led on a UN resolution 
focused on space governance, which gained the support of 164 ‘yes’ votes at the UN General 
Assembly. This resolution aims to bolster collaboration on the future of space regulation, and 
calls for nations to establish a common definition of threats, responsible behaviour, and how 
rules and norms should be codified.137  This initial success reinforces the viability of the UK 
pursuing a wider remit to coordinate amongst our liberal allies and other new global partners, 
to advance our collective interests. 

Our capacity to take this forward will necessitate the clarification of our role within other 
existing alliances, and their co-dependencies. The UK holds an unusual position in that much 
of our military integration in space sits with our relationships to our Anglosphere partners and 
much of our industrial and scientific space integration sits with the European Space Agency, to 
whose budget we are the fourth-largest national contributor, behind Italy.138  As the UK seeks to 
define its role in European regional security and prosperity outside of the European Union, our 
continued presence in the ESA is an important platform for leadership and to demonstrate our 
unique strengths and capabilities. Given our ambitions to act as the leading European power in 
NATO, which determined at its 2019 Leaders’ meeting in London that space will be classified as 
its fifth domain of operation, this forum also offers another pathway through which the UK can 
seek to advance its collaborative role in space defence and innovation.139 

Outside of Europe, the recent AUKUS security partnership between Australia, the UK, and the 
United States will also deepen space technology collaboration between our allies, in an attempt 
to establish the rules and norms for safe and sustainable space exploration.140  There may 
also be profitable new partnerships for the UK to explore in the context of space cooperation, 
which could become a more significant underpinning of the UK’s planned ‘tilt’ towards the 
Indo-Pacific.141  Several trading blocs and partnerships in the Indo-Pacific region are beginning 
to experiment with various forms of standards-setting, and the centrality of economic priorities 
within these alliances may provide productive forums through which to design and establish 
entirely new forms of regulatory frameworks in a manner not dissimilar to that pursued by the 
considerably more politically integrated European Union.

Conclusion

As the opportunities presented by space exploration and innovation continue to multiply, so 
too are the possible threats posed by the increasingly dynamic geopolitical environment in 
space and the escalating presence of cavalier private sector actors. It is in the UK’s fundamental 
interest to not only promote ethical and sustainable space activities, but also to actively 
implement the architecture needed to underpin our national resilience. Space will only become 
further embedded in the everyday lives of citizens as the use of AI systems and processes 
for ‘smart’ technology and GPS infrastructure becomes fully embedded in our financial and 
consumer culture. Moreover, the relationship between space and climate resilience will come 
more firmly into view in the coming years. Global regulatory frameworks that are sufficiently 
agile and enforceable to keep up with the pace of change are urgently required, and the UK 
is in a unique position as a legitimate commercial and state actor, without a history of space 
militarisation, to lead these processes on behalf of our individual and wider liberal interests.
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The Arctic
The Arctic is becoming increasingly important to the UK’s long-term strategic interests, 
particularly in terms of our global leadership on climate change, access to scarce and  
critical resources, and our global priorities around freedom of navigation. The seismic  
changes in ice coverage in the Arctic have made waters more navigable,142  and opening new 
shipping routes between Asia, Europe and North America – including the Northern Sea Route 
(NSR) and the Northeast Passage – will significantly reduce both travel times and fuel costs. 
Beyond its utility as a shipping route, the Arctic region is also estimated to hold approximately 
$90 billion barrels of undiscovered oil, and 30% of the Earth’s undiscovered natural gas.143  
In addition to the melting ice caps raising sea levels, the thawing of Arctic and sub-Arctic 
permafrost poses a significant climate risk as stored carbon dioxide and methane could be 
released into the atmosphere. It is estimated that the consequences of climate change will 
impact 70% of Arctic infrastructure by 2050, vastly altering the geopolitical landscape of the 
region.144  The economic and strategic value of the Arctic is therefore intrinsically linked to its 
environmental deterioration.

The UK’s Strategic Rivals

The untapped resources and geopolitical position of the Arctic has led to a surge in interest  
in the region from both our allies and strategic rivals. Russia’s chairmanship of the Arctic  
Council was assumed in May 2021. Russian officials say cooperation on climate change will  
be put ‘above all’, and that projects will be cautious to mitigate environmental damage.  
However, President Putin signed off tax incentives worth $7 billion in 2019 for a Russian firm  
to develop an oil field, which is currently under construction, and expected to produce 100 
million tonnes of oil by 2030.145  President Putin’s priorities for the NSR have been further 
intensified by the supply chain disruptions stemming from the Suez Canal blockage, and he  
has since announced his intentions for year-round shipping routes via the Arctic by 2023.  
While thick ice restricts shipping to certain months, Russia is investing in nuclear-powered 
icebreakers to actualise these ambitions.146  As such, despite the employment of some rhetoric 
promoting sustainability, Russian energy policy within the Arctic largely encourages fossil fuel 
production, combustion, and exports, and provides only a minimal role for the exploration of 
renewable energy sources.147 

Russia’s Arctic strategy has shifted over the past decade, with its activities in the region 
transitioning from principles of cooperation to deterrence, catalysed by an ambition to secure 
second-strike capabilities for its ballistic missile submarines. If achieved, this would severely 
undermine NATO’s nuclear deterrence.148  More recently, Russia resumed patrolling the 
airspace above the North Pole after a 30-year absence, signalling escalating military exertion 
in the region. Russian military aircraft also flew near the Alaska Air Defence Identification Zone 
more times in 2020 than any other time since the end of the Cold War. These activities were 
criticised by the United States, however, Russian Foreign Minister Sergei Lavrov responded by 
reinstating Russia’s sovereignty over “our territory, our land”.149  

Over recent years, Russia has sought to refurbish former Soviet bases near the Arctic, build 
new military bases, patrol airspace and has deployed submarines large enough to carry ballistic 
missiles.150  This investment into military infrastructure reflects the 2019 defence concept 
unveiled by Russia’s Chief of Defence Gerasimov, of ‘active defence’, which emphasises the need 
for Russia to build up its military capabilities, and supports the deployment of a multi-layered air 
and coastal defence system to protect its interests in the Arctic in a more ‘active’ manner.151 

The turning point of Russia’s military escalation in the Arctic region can be traced to the  
2014 sanctions imposed on the nation’s energy sector by the United States and the European  
Union following Russia’s invasion and annexation of Crimea, which impacted oil and gas 



New Frontiers of Global Regulation  |  The British Foreign Policy Group  |  23

exploration in the Arctic and severely constrained Russia’s economic growth.152  Russia’s 
interest in the region is therefore bolstered by this backdrop of a weakened economy, which 
is also structurally dependent on natural resources, and centrally supports the Kremlin’s 
focus on concomitantly rebuilding the country’s long-term economic resilience in a period of 
heightened conflict with the West. 

While historically, Russia had been suspicious of the presence of non-Arctic nations in  
the region, the commercial opportunities presented by the Arctic during this period of self-
inflicted economic volatility has encouraged its leaders to look to China for investment and 
cooperation on a range of areas. These include technology, science, energy, and other areas 
deemed to be critical for national defence.153  Since 2015, for example, Russia and China have 
hosted regular dialogues between their Foreign Ministries, such as the China-Russia Dialogue 
on Arctic Affairs.154  

The two nations also worked together in 2019 to build a 3,000 km-long ‘Power of Siberia’ 
natural gas pipeline. While this pipeline exclusively transports to China and therefore does 
not affect European supply, a ‘Power of Siberia 2’ is currently being negotiated, which would 
further strengthen important Russia-China supply chains. This could theoretically result in 
a bidding war between Europe and China for gas. Alongside this, Russia and China recently 
confirmed a deal for Moscow to provide China with a 30-year supply of natural gas, agreed 
in early February 2022 when the two leaders met in Beijing.155  With Chinese investment into 
the Russian Arctic LNG 2, a liquefied natural gas development, the two nations have further 
intensified collaboration as China seeks to enhance its energy supply chain resilience. 

In many ways, cooperation in the Arctic is a natural extension of Russia’s deepening ties with 
China. In 2018, China proclaimed itself to be a ‘near-Arctic state’ in its first Arctic strategy, which 
also included plans for an economic ‘Polar Silk Road’.156  These ambitions support China’s 
individual planning towards Arctic influence, but also facilitate profitable partnerships with 
a nation holding a strong geographic claim to the Arctic but which is relatively economically 
weak and therefore open to narratives of mutual benefit.157  Most recently, the joint statement 
released by Russia and China in February 2022 highlighted the development of the Arctic 
routes, as a means to support post-pandemic recovery.158  Despite this public show of 
cooperation, there is nonetheless some doubt as to the long-term trajectory and scope of 
this relationship, following China’s decision to partner with Finland rather than Russia on the 
construction of China’s first domestically built icebreaker, as well as the arrest in 2020 by 
Russian authorities of an Arctic expert national, who was accused of providing state secrets 
about Russian submarines to China.159 

China’s growing interest in the Arctic in part stems from Greenland’s reserves of rare earth 
minerals, which are used in sectors vital to national infrastructure, and its perception that the 
Arctic region is currently ‘under-governed’. Rare earth minerals are difficult to process, and 
China currently produces 90% of the world’s supply. As these minerals continue to remain 
lucrative and scarce, China has sought to increase its stake in Greenland’s infrastructure, 
attempting to buy old naval bases and airports.160  While these efforts have not yet come to 
fruition, China has begun to pursue alternative routes to enhance its influence in the wider 
Arctic region, such as acquiring Scandinavian naval facilities.161  

The United States Government has raised the prospect of China deploying submarines to the 
Arctic as a potential deterrent against nuclear attacks.162  Meanwhile, Denmark has expressed 
concerns regarding the nature of China’s intentions as it increases its research activities in the 
region. Despite Greenland having gained ‘self-rule’ in 2009, it remains of strategic importance 
to Denmark, which retains control over its foreign and defence policy. Greenland’s governing 
party won the most recent 2021 elections over its campaign to ban the mining of specific and 
scarce minerals highly valuable to the Chinese market.163 

The Arctic
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The Competition for Leadership

The United States has been advocating for increased Western private sector investment into 
the Arctic, specifically in green energy and broadband connectivity sectors, to offer competitive 
alternatives to the services offered by authoritarian states, with some degree of success. After 
years of collaboration with China-owned Huawei, the Faroe Islands recently signed a contract 
with telecommunications company Ericsson. Other Western alternatives identified with a 
potential role in the region include OneWeb and Starlink communication satellites.164  

There is a risk, however, that the Arctic could become a playground in which geopolitical 
tensions play out among powerful nations, causing difficulties for the UK, Europe and NATO 
as these groups navigate competing interests.165  At the root of the Arctic’s potential as a site 
of intense power competition are the economic imperatives that create the conditions for 
geopolitical posturing. Russia aims to benefit from the vast offshore hydrocarbon resources 
situated off its Northern Arctic coast, with help from China – a prospect the United States views 
with caution. These foundational tensions are further exacerbated by symbolic provocations, 
such as Russia planting its flag at the North Pole in 2007.166  More recently, comments from 
Russian premier Mikhail Mishustin stating that year-round shipping along the NSR “will ensure 
the supremacy of Russia in the Arctic”, have raised alarm in Western foreign policy circles.167 

The Arctic is also vulnerable to spill-over tensions from the Baltic Sea or the North Atlantic. 
Against the backdrop of the escalating crisis on the Ukrainian border, Sweden deployed 
troops to the island of Gotland after Russia sent landing craft to the region, and unidentified 
drones were seen hovering above Swedish power stations. Russia has also been accused of 
increasing the numbers of cyber and signal-jamming attacks against Norwegian Government 
infrastructure, widening the theatre of its demonstrations of its military capabilities.168  In the 
wake of this Russian aggression, Operation Cold Response, the largest NATO exercise within 
the Arctic Circle since the 1980s, will take place in March and April 2022. It is estimated that 
35,000 soldiers from 28 nations will take part in the exercise, which is designed to reinforce 
defences in the northern Norwegian territory. While Russian actions around Ukraine are not 
directly linked to the NATO operation, the Arctic exercise represents NATO’s recognition of the 
strategic importance of the High North to overall European security.169 

The Case for UK Leadership

The Arctic will by no means stand at the centre of UK foreign policy, but it is a region in which 
we share individual and collective interests with our allies and in which many of the key 
issues at stake align with specific areas of British expertise. In particular, our historical role in 
advancing and upholding freedom of navigation operations, and our international leadership 
role on the issue of climate change. In geographic terms, certainly the UK has a direct interest 
in what is known as the ‘gateway region’ between Greenland, Iceland, Norway and the UK, and 
there are concerns that this space may become a centre of increasing geopolitical activity.170  
However, there are barriers in the way of any UK attempt to lead on regulation in the Arctic, 
with current governance structures making any change inherently difficult.

One of the primary challenges to regulation of the Arctic is the fragmentation of existing 
governance mechanisms in the region, which have not kept pace with geopolitical 
developments. The Arctic Council, for example, does not currently have the authority to make 
legally binding rulings on disputes as the Council’s mandate explicitly omits military security.171  
Rather than starting anew, there is value on building on, strengthening and better integrating 
existing accountability mechanisms in the region. Regulating activities in the Arctic must 
reflect the new security landscape, which has evolved since the last Soviet President, Mikhail 
Gorbachev described the Arctic as “high North, low tension”.172  

The complex sovereignty challenges that exist in the Arctic make formulating a unified Arctic 
treaty system very difficult. Any agreement across Arctic states must respect the existing 

The Arctic
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rights and sovereignty of Arctic states while carefully balancing these with the interests of 
non-state actors in the region and non-Arctic nations with interests in the region. The UK 
should therefore call for strengthened multilateral governance structures in the Arctic and also 
enhance the interoperability of existing but varying mechanisms, from the Arctic Council to the 
UN Convention on the Law of the Sea.173 

The UK should also call for a reinstatement of the Arctic Chiefs of Defence Staff Conference, 
which was halted in 2014; this would encourage dialogue between nations on the Arctic’s 
regional security and promote peace. Russia’s senior Arctic Official has also stated his 
preference for this forum to resume, which could be a diplomatic avenue in which to share 
best practices and establish a coherent strategy.174  It is in the UK’s interest to leverage the fact 
that British-born Michael Mann has recently been appointed the EU’s Arctic envoy. Establishing 
these relationships and dialogues is the most effective way that the UK will be able to advance 
its interests in the Arctic and promote peace in the region. Several other nations peripheral 
to the Arctic are of growing diplomatic and defensive importance to the UK, including Finland, 
Sweden and Canada, and these relationships may well prove fruitful springboards through 
which to promote regulatory frameworks for the sustainability and security of the Arctic region. 

Conclusion

The Arctic presents a unique opportunity for the UK to advance its Global Britain ambitions, 
catalysed by the intersecting climate, security, and diplomatic issues at stake. Escalating 
tensions in Ukraine only highlight the need to not only be present in areas of strategic 
importance, but actively and confidently protect our interests and those we believe to be 
universal. Certainly, the contested nature of the Arctic, which Russia feels territorially entitled 
to, and the introduction of China into the periphery of the Arctic geopolitical orbit, creates a 
complex set of barriers to establishing new global regulatory frameworks. However, the current 
governance structures in place provide an opportunity for diplomatic avenues to be pursued 
to expand the remit of the multilateral forums currently in play. Incentivising free and fair trade, 
open passages of navigation, and the ethical and sustainable management of scarce minerals, 
should be able to be advanced within the structures of the Arctic Council. Other additional 
priorities should include the embedding of common principles around environmental 
degradation, under the understanding that the outcomes of climate change mitigations will 
bear substantial geopolitical consequences.

As the Arctic becomes a less secure geopolitical terrain, the UK’s reputation as a convenor and 
architect of international governance, as well as our credibility in advancing both climate action 
and freedom of navigation principles, should lend us a role in establishing new regulatory 
frameworks to uphold peace, maintain trading and supply chain stability, and reinforce 
environmental protections in this increasingly contested region.
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